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classification.  supervised of  unsupervised r.,l.x:mmamnf

algorithms. are good enough when used with low o

moderate resolution remotely sensed (RS dawa, Butl in the
5 case of high resolution images hke RS Po LISS V.
: HONOS or CARTOSATL showing a diversily of fand cover
forms, the traditional algorthms have mt been found

| adeguate o obtain sabisfactony results. because of high
Cyariance i the data. the rveport is comprised of tour

IS Abstract'Key words sgetions,  Section-1 reports  the  Inweoduction of RS

! Cclassification techntques  aleng with the ebjectives.
Comprehensive review of related works s presented in the
Section-2. Section-3 presenis the methodelogy of two
Cproposed object-based  image  classilication (OBIC) -
rechniques (OBIC based on NNU and Hybrid approach of -
CORIC) along with experimental experimental demonstration, '

- Concluding remarks are given in Section-4,
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Foreword

With the rupid development of remote sensing (RS) technology in the last two decades, the
limitation of RS applications is becoming weaker because of the avathahility of multiple RS dats
sources with finer spatial, temporal. spectral and radiometric resolutions. Scientists and
practitioners have made outstanding efforts in developing advanced classification approaches
and techniques for improving classification accuragy. Major drawback found for traditional
“hard classifiers is that they require taining data o be normully distributed. ypically, they
have considerable difficulties dealing with the rich information content of high resolution daty;
they produce a characteristic. inconsistent classification, and they are far trom being capable of
extracting objects of interest. The development and application of rew classification techniques

T}

for RS multispectral imagery is currently a highly important research area and application issue.

F congratulate project team for initiating and completion of the project entitied “Applications of
Data Mining Techniques in fmproving the Classification Accuracy of High Resolution Satellite
Data’. It provides a comprehensive survey on RS dat classification methods reported since last
two decades along with two proposed object-based image ¢lassification (OBIC) methods. | hope.
proposed OBIC methods developed using duta mining techniques and twools can he effectively

used for accurate classification o high resolution RS data.

e —_—

| Diré%:tor, N

ESAG~



T

Document Control Sheet
Foreword
{.ist of Fables

List of Figures

Introduction

1 Classification of RS Daia

1.2 Soft Computing Techniyues in Data Minmg

Foaid Classification Using ANN

1.2.2 Fuzzy St Theon

1.3 Rough Sty

124 Evolutionary Computing
1.2.5 Chaos Theon

1.3, Mouvation
14 Objectives
Refated Works
2.1 faxonomy
2.20 bkxisting Approaches
Methodology

1. ORIC Based on NNC

311 Datasets Used
342 Mualtiresolution Segmentation

353 OQBIC Based NNC

b4 Experimental Results

32 Hybnd Approach on OBIC
321 Datasets used
Bdrs Methods
313 Fxperimental Results
Dixcussion
Publications

Contents

T

Yt

“h

4



List of Tables

Fxisting major multispectal approaches
spectiivations of Cartosat- 1 and LISS-TV sensor’s dats
Comparative assessment of ditterent classibiers

3. Comparative assessient of ditferent classitiers



List of Figures

Segmentation and classitication of Cartosat-1 image
Segmentation and classitication of LISS-IV image
hmages of Cartosat-1. Landsat T 1N with corresponding fused image along with

segmented and final classiiied images

Vi



I. Introduction

With the rapid development of remote sensing (RSy technology in the last two decades, the
limitation of RS applications s becoming weaker because of the availability of multiple RS
data sources with finer spatal temporal, spectral and radiometric resolutions, RS data of the
carth may be analvzed o ovract usetul thematic information. A thematic map shows the
spatial distribution of dentifiable earth surtace features and provides an informational

description over a given arca. rather than a data deseription

1.1 Classification of RS Data

RS data classification is an importani means of information extraction to make thematic maps
from imagery. Classification ol RS data is an important issue, and effective selection of
appropriate classifier is especially signiticant {or improving classification accuracy”, RS
imagery, covertng a large geographic arca with high temporal frequency, offers a unigue
opportunity for deriving land use and land cover information through the process of image
interpretation and classification. Large number of RS image classification techniques have
been developed since 198077 where the pinel value is treated as the basic unit of ihe
analysis. Literatures on the RS data analysis approaches and few survey articles have pointed
out the recent advancements ot classitication algorithms and associated feature extraction
techniques. It has been neticed that all the major classitication algonthms have been
experimentally tested on multispectral and hyperspectral RS data. Further significan
advances of these algorithms have been marked in terms of classification accuracy.

robustiess and stability,
1.2 Soft Computing Techniques in Data Mining

With the launch of very high resolution RS sensors like IKONOS and QuickBird. data
mining based-techniques have been developed since late 1990s, where. soft computing
approaches are becoming more relevant in RS applications. Soft computing is a term used in
computer science w refer to problems in computer science whose solutions are unprediciable.

Soft computing deals with imprecision. uncertainty. partial truth. and approximation to



achieve practicability. robustness and fow solution cost. Soft computing becanme & formad area
of study in computer science in the carly 19905, Components of soft computing. nuainhy
. N . \ — q. @ . .
include artificial neural netwaork CANN L fuzzy set theony™ L evolutionars computation

Chaos theory and rough set.

1.2.1  Classification Using ANN

The motivation of working on ANN iy from the interception of the recognition that the
working way of computing or estimation of conventional digital computer and the human
brain are entirely different’”. The human brain has the ability to arrange its constituent
structures called neurons in such a wan which can perform cenain computations such as
recognition of pattern or perception.  ANNs process records one at a time. and learn” by
comparing their classification of the record (which. at the outset, is fargely arbitrary 1 with the
known actual classification of the record. The errors from the initial classification of the firss
record is fed back into the network. and used to modify the network algorithm for a number

of iterations.

1.2.2 Fuzzy Set Theory

Fuzzy sets were introduced by Lotfi A. Zadeh and Dicter Klaua in 1963 as an extension of
the classical notion of set'’. In ¢lassical set theary. the membership of elements in a set is
assessed in binary terms. according to a bivalent condition-an element either belongs © or
does not belong to the set. By contrast, fuzzy set theory permits the gradual assessment of the
membership of elements in a set: this is described with the aid of a membership function
valued in the real unit interval [0, 1]. The fuzzy set theory has an effective use in a wide
range of domains, including RS data classification in which information is incomplete or

IMprecise.

1.2.3  Rough Sets

Rough set theory (RST) is an extension of classical set theory. 1t is used to compute i the
existence of vagueness or imprecision in the date. A rough set is related 10 working on the
. b (E) : . - - =
houndary regions of a set ” Usually. rough sets are used in system of classification where the

knowledge of the system is incomplete’ In other words, rough set is applied 1o any



classitication task to form various classes where cach class contains objects which are not

distinguishably ditferent.

1.24  byvolutionary Computing

Fyotutonary computing or genetic algorithm (GA) is a computational modet on the basis of
principles of evolution and natural sefection. Evolutionary computation uses ierative
progress. such as growth or development in a population. This population is then faken in a
guided random search using parallel processing to reach the desired goal. Such processes are
often wspired by biological mechanisms of evolution. In a GA. a population of candidate
sofutions {called individuals. creatures, or phenotypes) to an optimization problem evolves
toward better solutions. Lach candidate solution has a set of properties (its chromosomes or
genotype) which can be mutated and altered: traditionally. solutions are represented in binary
as strings of 0s and 1s. but other encodings are also possible ™ GAs are very effectivel

applied in some specitic application of RS

1.2.5  Chaos Theon

Chaos theory concerns deterministic svstems whose behavior can in principie be predicted.
Chaotic svstems are predictable for a while and then appear to become random. The amount
of time tor which the behavior ot a chaotic system can be effectively predicted depends on
three things: how much uncertainty, we are willing 10 tolerate in the forecast: how accurately,
we are able 1o measure #s current State; and a time scale depending on the dynamics of the

sy stem.

The phenomenon of sensitivity to initial conditions brings up the question of differing
outcomes from the predicted process, In the classification work, the expected outcome is the
most precise definition of the content and the satistaction of the users. Unforeseen differences
can oceur due to the shortcomings of the classification system and due to human tactors
{errors). Chaos theory helps to understand the origins of errors that may happen during any

1%
process .



1.3 Motivation

Remote sensine rescarch focusing on classification of RS mmagery has long attracted the
attention of the RS community  because classification results are the basis for manm
environmental and socioeconomic apphications. Scientists and practitioners have made great
efforis i devcioping advanced  classification approaches and techmigues  for improving
classification accuracy . Major drawback found for traditional “hard” classifiers is that they
require trating data 1o be normally  distributed™. Typicaily. thes have considerable
difficuues while dealing with the rich information content of high resolution data: they
produce a characteristic. inconsistent classification. and they are far from being capable of
extracting objects of interest The development and application of new  classification
technigques for RS multispectrat imagery are currently a highly imporant research area and
application issue” . Stll. the greatest challenge is to deal with very high-spatial-resolution
multispectral and hyperspectral data. The capability of producing a high degree of
classification accuracy with a mimimal set of training data s now highly desirable from

advanced classification approaches.
1.4 Objectives

Following are the objectives identified for the study -

o A systematic and comprehensive survey on RS data classilication approaches and

methoeds reported since last two decades.

e Ohbject-based image classification {OBIC) using multi-resolution scgmentation and
nearest neighbor-classitier approach (NNC1 for extraction of hnear obiects like
drainage. roads and railway lines from high resolution India satellite imageries. NNC
attempts to classity an unknown object based on the best class separation distances in

the feature space.

e [hvbrid OBIC method realized through the fuzzey set theoretic approach of NNC and

knowledee-based classification tor extraction of land uses from the fused images of



high resolution panchromatic Cartosat-l image and low resolution multispeciral

Landsat Enhanced Thematic Mapper Plus (Landsat B EM ) image.

2. Related Works

Durme 1980s and 1990<. most classification techniques cmploved the image pixei as the
basic unit of analysis, with which each picture element is fabeled as a single land use land
cover catesory. With the pine! as the basic analysis unit. a sertes of classification techniques.
such as unsupervised (e K-means and ISODATAY, supervised ti e MLECANN and SVM)
and hybrid classification (i.e., fusion of supervised and unsupervised) have been deveioped.
These pixel-wise classification approaches have certain limitations. when applied 1o
heterogencous regions as the size of an object may be much smatler than the size of a pixel.
In particular. a pixel may not only contain a single land use fand cover type, but a mixture of
several land use land cover types—. As a resull. fuzzy classification and spectral mixture
analysis technigues have been developed in 1990s as a subpixel classification to address the

mixed pixel problem™.

2.1 Taxonomy

Lu and Weng™ characterized the category of RS classification approaches in supervised.
unsupervised. parametric. non-parametric, per-piael. subpixel. object-vriented. per-fiekd.
hard, soft. spectral, contextual and spectrat-contextual based on classification criteria and
apply. We organize classification approaches of the above categaries in tour main categories.

they are supervised. unsupervised. hybrid and ensembile.

In the terminology of machine fearning™". classification is considered an instance of
supervised learing, i¢.. learning where a training set of correctly identified observations is
available.  Supervised classification methods require pre-classified data (or training data).
The corresponding unsupervised procedure is known as clustering. and involves grouping

data into classes based on some measures of inherent similarity or distance.

Traditionally. the hybrid classification system utilizes more than one classification systemy of

5



gither superyised or unsupervised. On the other hand. ensemble approaches may use a set of

supervised as well as unsupervised learning algorithms 1o achieve betler predictive aceuracy.
2.2 Existing Approaches

Recent researches on image classification have shown that conventional “hard” classificat ion
technigues. which allocate each pixel to a specilic class. are often inappropriate for
applications where mixed pixels are abundant in the image . Traditional per pixel supervised
methods like MDC. MLC and K-NNC often ignore the impact of the mined pixel. They have
considerable difficuities in dealing with the rich information content of high resolution data:
they produce a characteristic. inconsistent classification. and they are far from being capabie
of extracting objects of interest. Major problem found for such approaches is that they need
normal distribution of training as well as input data. Even so. they are providing satisfacton

performances in the classitication of low and low-moederate resolution RS data.

The limitations of these conventional classifiers have been recognized and the potential of

alternative approaches have been evaluated “* Non-parametric classifiers such as ANNs
and DTs are becoming important approaches for multi-source data classification™. On the
other hand. DT models are found to be efficient for a particular classitication problem.
however. DTs are very sensible to the training data and often creates over-complex trees that
do not infer the data well ™. Further. when compared to some of non-parametric ¢lassifiers.
namelv D1 and ANN, SVM does not require the generation of rules that heavibhy depend on
the knowledge from experts. This is crucial for achieving high classification accuracy”
However, the biggest limitation of the SVM lies in the choice of the kernel and often faces

high computational expenses both in training and testing .

Most commonly used ensemble approaches like boosting and bagging often over-fit the
training data. Besides lack of interpretability is one major disadvantage of bagging. On the
other hand. RFs are creating new vistas in machine learning applications. REs are composed
of DTs for class prediction and characterized by bagging for random selection of features and
are efficient choices as it avoids overfitting by creating a great number of trees . Recently,

OBICs approaches have been offered as an aiternative 1o the pixel-based classification
5]



approaches for very high spatial resolution images. The problem occurred due o the mixed

pixel ™ can be addressed through segmentation of images at different scale fevels
The existing major classification approaches are categoricalls given in the Table |

Table 1D Existing major multispectral -.mpru;iclxcs

0 5 i o ———— B e 411 0 s

C attg,urx Existing major dppnm( hes

Supervised M (__351‘5‘ T fast MLCY, spr :{ml \pgumf mmiw mih
MLC™, MLC and expert system” . MDC 3 \’\\
d\mmm learning ANN", E{lif ANN and K-means™ }iw\
ANNT, contextual ANN™, back propagating \\\i‘ il
ANN with multi-scale texture metrics™, Dls™ 530"
refined D17, boosted D™, D1 using W a:k‘.iu Lmirnn.nuu
for knowledge analysis (WEKA™ 1 SVMST 0 SVM by
kernel dependence measure”™ . spatial-contextual S\-’s\-f"’, ele
OBICS™ ™25 dmage segmentation and object-based
clu.x:;iﬁcation”_‘ multiresolution ;md object-oriented fuzzy

OBIC classification” - vontextual OBIC L OBIC for e\trmliun of

linear features’ . feature extraction from fused i image . the
effective fuzzy approach of NN-classifier . OBIC with
machinc learning methods™. etc.

Unsupervised A-means™ | [SODATAY ™. Unsupervised classification
based on independent component analysis (1CA) misture
model™, SOMs™ Y FLVO™ ¥ ™ FOM™ . improved
FCM™ semi-supervised FOM™ Gaussian kernel based
FOM™, FOM based on feature divergence™. FOM based on
Markov random fietd™, etc.

Hybrid The u\mhumtmn of MLC and neural network using Bayesian
techniques”™, the combination of MLC and DT, combined
supervised and unsupervised classification . a hybrid system
based on rough set theonn™. Bavesian and Hybrid
classifier’”. hybrid algorithm of genetic algorithm and back
propagation ANN'"" ete

. o BEEE IO e HOS iy
Ensemble REs IR ansemble of discriminant analvsis, D1,
SVM. MLP, and_ radial basis function \\.‘\ 7 ensemble of
soft computing'”. bagging and boosting'™ """, AdaBoost'"
ele.




3.  Methodology

Twe types of OBIC frameworks proposed based on the classiticaton criteria and

applications.

o OB -hased on nearest newghbour classitier (NNC)

o ihbrid approach of OBK

3.1 OBIC Based on NNC

It s mainly  comprised of  multi-resolution  segmentation,  features  extraction  and
classitication. Multiresolution seegmentation was introduced in different scales to create
hierarchies of objects for extraction of hincar objects. NNC was applicd in object-based
domain which defines classification decision boundary based on the class separation distance
of the training samples. For evaluation of performances of the proposed method in
comparison with its other counterparts such as MLC and conventional NNC. overall accuracy

(OA) and Kappa index analysis tK1A) have been used.

311 Datasets Used

The study presented here is for two dissimilar types of terrain data m order 1w determine the
variation of classitication performance. Orthe-rectified Cartosat-l (Panchromatic) and LISS-
IV of Resourcesat-2 sensor’s {multispectraly data are used. Go R, NIR bands are used in case

of multispectral images.

Table 2: Specifications of Cartosat-l and LISS-TV sensor’s data
P

. Pixels Spectral Spatial
Sensor ; _
e SUZE (um) (m)
Cartosat-1 0.5-0.85

F2000N

T
Ai

{Plain arcas)

F2000
. 350559 (1)
LISS-TV [ 2288 N "
j . e 0.62-0.68 (R) 58
(hhlly terraing {2288 i

(.77-0.86 (NIR})



Cartosat-1: 1The image of the test site v o plam terrain in Sibsagar district of Assam. India

comprised of rural settlements surrounded by agricultural areas.

LISS-IVE Jis mainly a hilly tereain in Meghalaya, India comprised of settlements surrounded

by maimiy forest

3.1.2 Muluresolution Segmentation

Multi-resolution segmentation s an agglomerative region growing technigue starting with
ane pixel object torming one image object tor each of the bands of the image. merging
decision is based on local homogeneity Criteria (h). describing the similarity of adjacent
image objects' . 1t is comprised of spectral R e and shape (hg, ) homogeneity . The shape
(hgy) homageneity is associated with compactness “hy . and smoothness “h,., " Here. § of
cach segmentation level determines the maximum allowed heterogeneity for the resulting

image objects.

313 OBIC Based NNC

In OBIC based NNC, the decision boundary between a sample object 0, € 0, and an
unknown object 0, can be defined based on the class separation distance or feature distance
between 0; and 0. The class separation distance can be computed between amy 0, and 0, n

A-dimensional feature space as follows™

-

% (L,}_{JI Y S
class sep_dist, , = (_._MH' )
e g
’ ag

F=1
where ?f}”- and V,“' are values of feature 7 for the sample objects @) and ),
respectively. Feature values of varving range 1s standardized by using standard

deviation (o) of all features.

Here. 0, is classified by a majority vote of ity neighbors, with the object being assigned 1o
the class of 0; most common amongst its & nearest neighbors,

g



314 bExperimental Results
the classification s exclusively performed for previeushy classified land use. for which
tramning data had been collected in the same vegetation period. The training dataset had been

prepired with relerence 1o the existing classified map. other satellite data sources of the same

period. W o huase supplied the tramnng datasets i the form of Gieographic information system

(GIS) favers and 40% of the oty traming datasets had been used as test datasets for

performance assessment of the OBIC based NNC in comparison to the other wraditionai

classifiers Ithe MIC and NNC .

Linear features like roads and drainace muy not be prominently visible in the hilly terrain
hecause of terrain condition. atmospheric or other sensor related problems. Similarly. same
thing happened while attempting 1o separate out metalled roads from the dry river. Separation
of roads from river or roads from rathway fine can be possible only when segmentation takes
place on different scale parameters. Few test results are presented in the Figure 1 and

Figure 2

al Cartosat-f image bi L1 segmentation ¢1 L2 segmentation
River
B Raitvav tine

Road

d) 1.3 scgmentation ¢} Classified image

Figure 1: Segmentation and classification of Cartosat-] image



by L segmentation ¢ 1.2 segmentation

Road

di b3 segmentation ¢) Extraction of road

Figure 2: Segmentation and classification of LISS-IV image

Fhe comparative performances of all the clussifiers are given in the Table in terms of OA (in
%) and KIA. It is observed that the performances of MLEC and NNC are comparable with
cach other.  The proposed OBIC based NNC outperforms the other in classifving both the
datasets. It 1s observed that the performances of all the classifiers are significantly lower

while classifying the hillv area image (LISS-IV )

Fable 3: Comparative assessment of difterent classiliers

Classifiers Cartosat-1 LISS-TV
{Plain area) {Hilly area)

...... o codo S04 L RER 1 OK ]
MLC 770 7
et h L
OBIChased NNC 91— ox8 &1

3.2 Hybrid Approach of OBIC

Wavelet transtorm (WT)-based fusion. mulii-resolution segmentation, selection of the

optimal set of features. fuzzy logic based NNC (FNNC) and knowledge based classification



approach are the basis of this method.

3.2.1 Datasets used

High reselution panchromatic Cartosat-l data with a spatial solution of 2 Smoand the
multispectral data of Landsat B IM« sensor with 30m spatial resolution with three spectral
bands {0 032-0.60 pum. RAin3-0 6% gm and NIR:0.77-0.90 um) of the same region were
used for the study . The test site 15 a plam area characterized by mainly tea garden arcas mixed

with grasslands and agricuttural fallow lands,

3.2.2 Methods

Panchromatic Cartosat-l data was fused with the mwltispectral data of Landsat | IM - sensor
using W-based fusion technigue. When apphyving WT to images, one rough mage and three
precise images are obtained. Rouch image contains the spectral information of multispectral
tnage and three precise images contnbute the information related to spatial resolution of the
panchromatic image according o dwectivity . Fhe basic logic is to replace the rough image of
low resolutton image from that of high resclution image and then carries out g wavelet
reverse transtormation using a rough image of low resolution images and precise inages of

high resolution images.

Multi-resolution segmentation was apphed to the fused image based on spectral and shape
homogeneity eriterion. where, scale of cach segmentation level determines the nasimum
allowed heterogencity  for the resuling image obiects. It defines the occurrence or
nonoceurrence of certain object class where the same type of objects appears ditferently at

different scales.

Once the fused image is segmented o set of image objects, then a number of features
characterizing the fused image can be derived from the image objects o define the class
description of training datasets. However, all the features are not relevant in improving the
classification pertormance. Also. the chotee of the optimal set of features for classiticaton of
unknown image objects is a very crucial step and really important for projecting an etfective

classification sastem. We applied feature space optinuzation (FSO) to select the optimiial set

12



of features. FSO defines the optimal set of features in terms of best class separable distances
It requires training samples and computes the best class. separable distance in & dimensional
feature space. A feature or g feature set can be said optimal 1f 1t has maximum class separable

distance.

On the othier hand, introduction of expert knowledge inte the classification system can
contribute significant performance of the system. The established scientific indices, expent
Knowledge, experimental shservations can make the basis of knowledge-bused teatures. We
have used Normalized difference vegetation index (NDVI) of each of the image objects o carry ot

the firet fevel classification (Le. Discrimination of vegetation and non-vegetationy.

The conventional NNC was cnhanced by fuzzy membership functions. where, the decision
houndary is defined by the tuzzy membership function on the feature distance between each
ol the training sample objects and unknown objects formed during segmentation of the
image.

323 Experimental Results

We have presented a typical example of feature extraction from WT-based fused images of
Cartosat-1 and Landsat ETM+ sensors. For discussion, we have cited the example of existing
tea garden areas with actual tea grown arcas and grasslands, agriculure fallow {ands. exposed
soil surfaces. water body with river and settlements mixed with vegetation. Initially. the
classification was intiated based on knowledge. hmage objects talling under the categories ot
vegetation and non-vegetation are having distinet spectral characteristivs because of their
retlectance properties. We have used mean NDVI of seegmented image objects to discriminate

between the image objects of vegetation and pon-vegetation.

A set of random sample datasets representing each ot the classes participating in the
classification process has been used as reference or test dataset for assessment of the
performances ol the proposed method in comparison with other existing classifiers like MLC.
ANN and SVM. The comparative assessment of performance of all the classifiers is given in
the Tabie3. [, The hyvbrid approach of OBIC outperformed the all the other classifiers

investigated here.



Jable 3,1: Comparative assessment of ditferent classifiers

- ,\}.].prm“-hcg. = = .. ..}’... R()(

MLC W e D68 088
ANN TR 07 77 089
SV M Hit 177 178 (.89
Hybrid OBIC 88 0.87 095

Images of Cartosat-1 and Landsat F'TM 4 sensors and the corresponding fused mage along

with the segmented and the final classified image is depicted e the Figure 2

biLandsat ETM + image  ©) Fused image

Legend

@ o ametation

@ Te:omden aens

=) Tea zraon aress
Crrass lands

Lertlements
Nen-vepelahon
Waterbodies
. Pier
() Aznculnue 2

dy Segmented image ¢} Classified image & Bapose sod sust

Boa larids

£ Step3: Ulassification

Figure 3: Images of Cartosat-1. Landsat ETM+ with corresponding fused image along with

segmented and final classitied images

4. Discussion

Recent researches on image classification have shown that conventional “hard’ classilicaton
wechniques. which allocate cach pinel to a specific class. are often imappropriate lor
applications where mixed pixels are abundant in the image. Traditional per pinel supervised
methods like MDU. MLC and K-NNC often ignore the impact of the mined pinel. They have

14



considerable difficulties in dealing with the rich information content of high resolution data:
they produce a charatteristic. inconsistent classificaton. and they are far from being capable
of extracting objects of interest. On the other hand. no <ieniticant developments in the
advancement of hybrid approaches reported in the recent iteratures, It involves a ot of
computational cost as it requires fusion of supervised and unsupervised learning. However.
some of the nvbrid classification models are found very fticient in terms of classification
accuracy. but the computational complexity sulfers a lot Mot commeonly used ensemble
approaches ke boosting and bagging often over-tit the training data. Besides lack of
mterpretability is one major disadvantage of bagging. Bagging models are also suffering from
computational complexity. On the other hand. boosting has been proven to give better
accuracy than bagging. but it also inclines to be more likely to over-fit the training
information. AdaBoost is sensitive to noisy data and outlicrs. On the other hand. RFs are
creating new vistas in machine learning applications, Rbs are composed of D1s for class
prediction and characterized by bagging for random selection of features and are efficient
chotces as it avoids overfitting by creating a great number of trees. Recently. OBICs
approaches have been offered as an alternative 10 the pi\cl-hascdl classification approaches
for very high spatial resolution images. In addition. OBICs have many advantageous features
over other existing classifiers. because, classification component of OBIC can be realized
through powerful fuzzy logic, SVMs. and REs. However, there are certain other issues
affecting the performance of the OBIC: a scale factor of segmentation algorithm and

sclection of relevant features are few major issues,

in this study two object-based methods are proposed: 1) NNC methed for extraction of linear
objects fike drainage, roads and railway lines from high resolution Indian satellitc imageries
and i) Hybrid method of OBIC realized through the fuzzy set theoretic approach of NNC in
conjunction with knowledge-based classification for extraction of land use classes from the

tused image of high spatial resolution panchromatic and low reselution multispectral images.

The NNC-based method outperforms the other approaches with encouraging classification
accuracy. However, further attention requires in the improvement ot the classification
algorithm, Likewise. the choice of the optimal set of features is required in achieving the
higher performances. On the other hand, the hybrid OBIC method using Gaussian

15



membership function in conjunction with knowledee classifier has been established o be
effective for classifichtion of fused images while comparing with the other counterpars like

MLC. ANN and SVM



References:

L

LA

Robert. A. & Schowrnger, D1 Remate sensing, Academic Press. 2nd ed., 389439,
1997.

HAL K. A review of classitication methods of remote sensing unagery. Spectroscop
corred Spectral Analysis, 310y 2618--2623. 2011,

Lio Mo Zang, S. Zhang. B& Wuo SL.OC A Review of Remote Sensing Image

Classification Techmigues  the Rele of Spatio-contextual  Information,  Ewropean

Jowrnal of Remote Senvine. 47, 389411, 2014,

Zhang, G.X., Cao. 2.8, & Gu. Y b A Hybrid Classitier based on Rough Set Theony
and Support Vector Machines. Fuzzy Svstems andKnowledyge Discovery. 3613, 1287--
1296. 2005. doi:

htps/idx doiorgs 1O TOB7 11330306 162 Alailan. No, Bazi. Y., Melgani. F. & Yager.,
R.R. Fusion of supervised and unsupervised learning for improved classification of
hy perspectral

images. Intormation Seiences. 217. 39--35, 2052,
deithitpridx.doiorg 101016 ins 2001 2 06,031,

Zadeh. LA Fuzzy Logic. Neural Networks, and Soft Computing.Communication of
the ACM. 37(3), 77--84. 1994

MceCulloch, W & Walter. Po A Logical Caleulus of Ideas Immanent in Nervous
Activity.  Bulfeun  of  Mathemarical  Bophvsies. S(d) TI3--133.1943,
doc 10 D07/ BFO2478254

Zadeh, LA, Fuzzy sets. Information and Comrof. 813), 338--333, 1063 Gouwald. S.
An early approach toward graded identity and graded membership in set theory. Fuzzy
Sers and Svstems. 161(18), 2369--2379. 2010, doi- 10.1016/].155,2009.12 003,

Fraser. A8, Monte Carlo analyses of genetic models. Nature, 181(4603), 208--209,
FOER, doi:10.1038/181208a0.

Kellert. SH. In the Wake of Chaos: Unpredictabte Order o DynamicalSvsiems,

University of Chicago Press. Chicago. 1993, 312 [SBN 0-226-42976-8,

10, Havkin. S. Newral Nenvorks. Prentice Hall, New Jersey, 1996

11 Dubois, D, & Prade, H, Fuzzv Sees and Svsiems. Academic Press. New York, 1988



6.

CWhitley, DU A gencue aleorithim tatorial, Secstics and Compraing, 4023, 65--85

CPawlak, Z. Grovmala-Busse. 1o Slesanske, R Ziarko. W, Rough Sois

Communicatfons of the 10V 3B 88--95 . 1995

CSarkar. M. and  Yegnanaravana, B Fussv-rough membership lunctions i

Proceedings of the TEFE Prueriational © ontevence on Svstems, Marn and Cvberneti s,
2. 2028--20G33, J998.

194 dop 101007/ 30075353

A genetic algorithm Gy based awtomated classifier for remote sensing imagen
Ming. Der Yang Camadicn Jowrnal of Remore Sensing, 3330, 2007,

Figvelo K. Chaos theory and classification. GICZEL Andrds Béla, (Library Review)

New Sertes 14,3001, 539-.82, 2004

Cdensen. LR, Inrroduction s Dugital fonaee Processing. A4 remiote Sensing perspeciing,
: . ] persy

2nd Ed.. NI: Prentice Hall, Piscataway. 14996,

Foody. G.M. Land cover mapping from remaotely sensed data with a neural neiwork:

accommodating Tuzziness. fst COMPARES Wearkdhop, York, UK, 1996

CLewinski, S, and Zaremski. Ko Example of Objeci-Onented classification pertormed

on high-resolution satellite images. Miscelfanea Geographica. Warszawa, 11, 34958,

2004,

cWang, F. Fuzzy Supervised Classificaton of Remote-Sensing  Images. /141

Transactions on Geoscience  wd Remote Sensing, 28, 194222000 1990, doi

hitp:Vdxdotorg/ 10110936 46698,

s D& Weng. Q. A survey of image classiticion methods and techniques tor

improving classtlication pertormance, finernational Jowrnal of Reniote sensing, 28(5),

823--870. 2007,

CEthem. AL Imrroduction 1o Machine Learning, MEL Press. po 90 ISBN . 978-0-262-

01243-0. 2010,

Foody. G.M. Land cover mapping trom remotely sensed data with a neural network:

accommodating fuzziness. fst COMPARES Workvlop, York, UK. 1996,

CChang. Y.L.. Fang. JL.P.. Hsu, Wl Chang. |, & iang. W.Y. Simulated anncaling

band sclection approach for hyperspectral imagensJowrnal of Applivd  Reniote

Nensing, 4. 20100

18



249

30.

Py
A

CFoody. GML & Mathur, AL A relative evaluation of multiclass image classitication
3 £

support vector machines, [EEE Transactiony onGreascience and Remote Scisiiig. 42

133301343 2004

CAtkinson, P& Tatnall, Ao Newural networks i remote sensing, Mot J Remote Sensie,

P84y 699--T04. {997,
Damiel. OM., & Maarten, No A comparative analysis of KNN and decision tree
methads for the Irish nanonal Forest Inventon . b Rentote Sensing, 300149y, 4937

JU35, 2009

Rartikeyan, B Sarkar. A & Majumder. K L. A segmentation approach 1o

classification of remote sensing imagers., haernational Jowrnal of Remote Sensing.
19(9). 16951700, [V9R

Burges. C.).C. A Tutorial on Support Vector Machines tor Pattern Recognition, Data
Mining and  Knowledge Discovery.  Kluwer  Academic  Publishers. Boston,
Manulactured in The Netherlands, 2. 121--107. 1998,

Fisher. P. The pixel: a snare and a delusion. Jrernanional Journal of Remore Senving,
18. 679--683. 1997,

Pal. M. Random forest classifier for remote sensing classification fnrernational
Jowrnal of Reniote Sensirg, 260 217--222 203,

Masclli. F.. Conese, C. & Petkov. |, Use of probability entropy for the estimation
and graphical representation of the aecuracy of maximum likelihood classitications,

ISERS Jouwrnal of Photogrammeny and Remote Sensing, 49, 13-220, 1994,

- Deans AM. & Smith, G.M. An evaluation of per-parce! fand cover mapping using

maxinum likelihood class probabilities. fucrnanonal Jonwrnal of Remare Sensing, 24,

2905--2920, 2003,

cbrbek. FS.L Ozkan, €. & laberner. M. Comparison of maximum  fikelihood

classification method with supervised artiticial neural network algorithms for land use

activities, fnternational Jownal of Remote Sensing, 25, 173321 748, 2004,

- Shalaby. A. & Tateishi. R. Remote Sensing and GIS for Mapping and Monitoring

Land Cover and Land-use Changes in the Northwestern Coastal Zone of Fgypt.
Applred Geagrapin, 2. 2841 2007, doi

http/dx.doborg/0.1016.].apgeog. 200609004

[He
(K



36,

La3
-

tad

40,

41.

44,

Settle. JJ. & Brices S A0 Fast Maximum-likelihood Classification of Rematels

Sensed Imagers. lnrornarional Jownal of Remote Sensing. 8.723--734. 1987, dok

http:Zdxdotorg 10 TUS0 013 [GRTORVAROK S

. Schowengerdt. R.A. On the estimation of spatial-spectral mixing with classilier

tikelihood tuncuons. Peisern Recogmition Letrers, 17 1379--1387. 1996,

- Hung, ML & Ridd. Mo A subpixel classifier for urban land-cover mapping based on

a maximum-likelthood  approach  and  expert system rules.  Phatogrammerric
Engmecring and Komere Sensing. 68, 117321180, 2002

Atkinson. PM & Lewis, P Geostatistical classification for remote SCNsImg: an
introduction,  Computers &  Geosciences, 26, 361--371. 2000, doi:
httpe//dx.dotore 1O 1016 SOOU8-3004¢99100 1 1 7-X.

Dwivedi. RS, Kandrika, S, & Ramana. K.V Comparison of Classifiers of’ Remote
Sensing Data for Land-1se/Tand-Cover Mapping. Cirrent Science. 86, 328--335,
2004

Foady. G.M.. Mecalloch. M B. & Yates, W.B. Classification of remotely sensed data
by an artificial neural network: issues related to training data characteristics.

Photogrammerric Euginecring and Remore Senving, 613912301, 1995,

2. Chen, K8 Teeng, YO, Chen, CF. & Kao, W1, Land-cover classification of

multispectral imagery using a dynamic learning neural network. Photogrammerric

Engineering and Remote Sensing, 61, 403--408. 1995

-Rollet. R.. Benie. GB. Li. W Wang. S. & Boucher. 1M tmage (lassification

Algorithm?2 based on the RBE Neural Network and Kmeans. fiternational Journal of
Remote Sersing, 19 WHA--3004 1998, doi:
hitp:/Adx.doiorg/ 10 1080/01431 1698214398 Kulkarni, AD. & Kamiesh. 1. Fuzzs
Neural Network Models for Supervised Classification: Multispectral Image Analysis,
Cencartolniernational, 4 4251 1944,
dothitp/Zdx.dororg/ 101080 10 1060499085421 27,

Buddhiraju. K.M. Contextual Refinement of Neural Network Classification using
Relaxation Labelling Algorithms, Paper presentedar the 22nd Asian Conference on

Remote Sensing. Singapore, November 2001



45.

46.

47

48,

19

[

54,

e
T

Kavzoglu, T. & Mather. PM The se of Backpropagating Artificial Neurad
Networks in Land Cover Chesitication, buernationad Jowrnal of Remote Sensing.
24(23). 4907--4938, 2005, dorhupoidsadororg 10108001431 1603 1000 ] 1483
Verbeke, L.P.C.. Vabeaotllie, F M.B. & De Wulf. R.R. Reusing backpropagating
artificial neural network for land cover classification in tropical savannahs.
Ineernationad Jowrnal of Remote Sensing, 25, 274722771 2004,

Hansen, M., Dubayvah. R & Defries. R. Classification trees: an alternative 1o
traditional land cover clasaitiers, fmernationad Jowsial of Remote Sensing, 17, 1075
FOB L, 1996

Friedl. M.AL & Brodley, C.1. Decision tree classification of land cover from remotels
sensed data. Remote Sevsing of Eavivomment. 61, 399--409, 1997,

Defries, RS Hansen. M. Townshend. JR G & Sohlberg, R Global land cover
classification at & km spatial resolution: the use ot training data derived trom Landsat
imagery in decision tree classifiers.buternational Jowrnal of Remote Sensing. 19,

341--3168, 1998,

Friedl, MLAL Brodley., C.E. & Strahler. A-H. Maximizing land cover classification

accuracies produced by decision trees at continental to global scales. JFEE

Transactions on Geoscience and Remote Sensing. 37, 969--977. 1999,

. Defries. RS, & Chan, LC. Multiple criteria for evaluating machine learning

algorithms for land cover classification from satellite data.Remare Sensing of

Environmenr, T4, 3032315, 2000,

CPal M. & Mather. P.M. An assessment of the effectiveness of decision tree methods

for land cover classification, Remore Sensing of Emvironment. 86, 334363, 2003,

3. Lawrence. R.. Bunn, AL Powell, S. & Zmabon, M. Classitication of remotely sensed

Imagery using stochastic gradient boosting as a refinement of classification tree
analysis, Remote Sensing of Environment. 90, 331--336, 2004

Evrendilek. F. & Gulbeyaz. O. Boosted decision tree classifications of land cover over
Turkey integrating MODIS. ¢limate and topographic data. faernational Jowrnal of
Remaote Sensing, 32(12). 3461--3483.2011.

Biswal. S.. Ghosh. A.. Sharma. R. & Joshi. P.K. Satellite Data Classification 1 sing

Open Source Support. J Indian Soc Remaote Sensing, 41031, 3232530, 2013

1



S6.

Lk
=~

300,

Ol

62.

b4,

Cihlar, J.. Xiao. Q.. Chen. ). Beaubien. 1. Fung. K. and Latifovie. R.. Classification
by progressive generalization: a new ainomated methodology for remote sensing

multispectral data, fternational Jowrnal of Remote Sensing. 19, 2685-22704, 100N

. Mitra. P, Shankar. B.U. & Pal. S.K. Scementation of multispectral remote sen-my

images using active support vector machines, Patiern Recognition Letiers. 25 1667

HT4L 2004,

CPall Mo & Mather, P M Support Vector Machines for Classification in Remote

Sensing. Tmiernaiional Jowrnal of Bomote Sensing. 260 1007--1011. 2005 o

httpr/ids.dotorg/ 16 TOSOT4 36051 2331314083

. Salberg. A.B. & Jenssen, R. Land-cover classification of partly missing data using

support veetor machines, Iternational Journal of Remote Senving, 33(14). 4471
4481, 2002,

Camps-Vails. G.. Mooij. | & Schotkopt. B, Remote sensing feature selection by
kernel dependence measures. 1EEE Geoscrence and Remote Sensing Letters, T(3),
587--591. 2010

Li. C.H.L Lino C1. A Spatial-Contextual Support Vector Machine for Remotely
Sensed Image Classification. JELE Transactions on Geoscience and Remote Sensing.
SO, 784--799 2012 DO LOTHO TGRS 201 2162246,

Blaschke. T.. Lang. S. Lorup, L. Strobl, 1. & Zeil. P, Object-oriented image
processing in an integrated GISremote sensing environment and perspectives for
environmental applications. Environmiental information for Plavimimg. Polities and the

Public. 2. 355--570. 2000,

3. Cova, T & Goodehild, MUF. Extending geographical representation to include fields

of spatial objects. International Jowrnal of Geographical nformation Science. 16(61,
309--332 2002,

AL-Khudairy, D-H.. Caravagei. 1. & Glada. S, Structural damage assessments from
Ikonos data using change detection, object-oriented segmentation. and classitication

techniques, Photogrammetric Engincering & Remote Sensing, 71{7), 825--837, 2005,

- An. K. Zhang. J. & Xiao. Y. Object-oriented urban dynamic monitoring. A case

study of Haidian District of Beijing, Clinese Geographical Science. 17(3), 236--242,

2007,

22



66,

67.

68,

69,

70.

74.

Wiseman. G Kort B & Walker, DL Quantification of shelterbelt characteristics using
high-s‘c:-,nmtiu}: imagery. dericrdiire. Ecosvstems and Favirosment, 1300120, 111
117, 2009.

Machal. N & Zejdona | Forest Mapping Fhrough Object-based Image Analysis of
Multispectral and | 1D 2R Aenal Data. Ewropean Jowrnal of Remote Sensing. 47, 117-
131, 2014,

Wang. G Liws L& diel G Object- based land cover classification for a los image
combining tm spectral mormanon, Ioternational Archives of the Photogrammetry.
Remote Nensing and Spanal Informeation Sciences, XL-T/W2, 2013,

Darwish. A Leukert Ko & Reinhardt, W. 2003 Image segmentation for the purpose
of object-based classification, FEEE buernationad on Geoscience and Remate Sensing
Sveposinm, 3. 2003 203922041

Benz. U.C. Hotmunn, P. Willhauck. G Lingenfelder. L &  Heynen.
M. Multiresolution. object-oriented fuzsy analysis ol remote sensing data tor GIS-
ready information. ISPRS Jouwrnal of Photogrammetry and Remote Sensing, 58(344),

239--258. 2004

- Blaschke. T.. Burnew. C. & Pekkarinen, A, New contexinal approaches using image

segmentation for objeci-based classitication, Kluver Academic Publishers, Dordrecht,

211--236. 2004

2. Chutia. . & Bhattacharvya, DK, An efficient approach for extraction of linear

features from high resolution Indian satellte imageries, buernationa! Jowrnal on

Computer Science aid Engieering, 20060, 12231227 2010,

. Chutia. D.. Bhattacharyya. D.K. & Sudhakar. S, Eitective feature extraction approach

for fused images of Cartosat-l and Landsat ET1M+ satellite sensors, Applied
Geomaltics (Springeri. 4(3), 217--224, 2012,

Chutia. D. & Bhattachanvya. D.K. An Eitective Fuzzy-NN approach tor Classification
of Landsat TM data. Trends in Machine telligence, Recent advances, 38--66. 201 1.
Pena. M., Gutierrez. P.A. Hervas-Martines. €. Sing L. Plant, R.E. & Lopez-
Granados, F. Object-Based Image Classification of Summer Crops with Machine

Learning Methods, Kemore Sensing, 6, S019--304 1, 2014,



76.

77.

78.

79,

S0,

LER

83,

Blanzieri, E. & Melgani | Nearest neighbor classification of remote sensing imagcs
with the maximal maremn principle. FLEE Transactionsn on Geoscience ad Repot
Sensing, 46, 80421811 2008, dohitpr dy dororg 10O TGRS, 2008 .9 fnnan
Mather, P.M. Compurer Processme of Remoteiv-Sensed Images.: An mtroductionn, Srd
Fd.. John Wilev & Sons Chichester, 2004

Ahmad, A, & Subahane SO Anabysis of Landsat 3 TM Data of Malaysian | and
Covers Using 1SODA LA Clustering Technique. 2002 TEEE Asia-Pacific Conrerenee
an Applied Electromagnenes (4P ACE 200200 Melaka, Malassia, December 1-135
2012

Lee. T.W.. Lewicki, MS. & Senowski, L 1CA mixture models for unsupervised
classification of non-gaussian classes and automatic context switching in biind signal
separation. [EEE Pransactions ap Patern Anabvsis and Machine baelligence. 22
1078--1089, 2000

Gongalves, ML, Nettoo ML AL Costa, LA & Zualle Janior. 1 An Linsupervised
Method of Classitving Remotely Sensed Images using Kohonen Self organizing Maps
and Agglomerative Hicrarchical Clustering Methods. lurernationad Journal of Remote
Sensing. 29, 3171--3207. 2008, doi: hitp: dxadeiorg 1010800143 160701442146,
168

CGhoshe SO & Roy. M Madified Selt-Organizing Feature Map Newral Network with

Semi-supervision  tor Change Detection in Remotely Sensed  Images. Pawern
Recogrition and Machmne Inrellivence Lecrire Notes i Compuier Scrence, 6744, 98--

FO3. 201

> Stoica. RAML & Neagoem VoL Seli-Organizing map for clustering of remote sensing

imagery, ULP.B. Sei. Bull, Series €760 11 2074, ISSN 2280-3340.

Chsao BLCKL Bezdek, 1O & Pal NR. Fuzzy Kohonen clustering networks, Pattern

Recognition, 27(31. 757--764. 994,

Hung, C.CLLiue WO & Kuo, B.O. A New Adaptive Fuzzy Clustering Algorithim tor
Remotely Sensed Images. /EEE Iuternational on Geoscivnce and Remote Sensing
Svanposinm. 2, U-863 & 11-866. 2008, doi: 101109 TGARSS 2008 4779131,

Filippi. A, Dobreva, 1, Khien, AG. & Jensen. LR Selt-organizing map-based

applications in remote sensing. [ Self-Organuzing Meaps. 23122482010,

24



89,

Ui}

9],

97

Q6.

Bezdek. J.C.. Fhriich. R, & Full. W FON the tuzzy ¢-means clustering aluorithm
Computers and Geosciences, 10(2-33, 191103 1984,

Bagan. H.. Jianwen. M.AL Qiging. 1.1 ¢t al Improved Fuzzy C-mean Classitier and
Comparison Study of fts Clustering Results of Satellite Remotely Sensed  Data,

Computer fngmeerine. 30CHL T4--15, 2004

i Le QLU Guohui L1 & Kexue, D AL Semi-supervised Improved Fuzzy -Means

-

Clustering to Remote-sensing Image. Compuer Applicarion Research, 2316, 232
253, 20006

Yang. M.S. & Tsai. HS. A Gaussian kernel based fuzzy c-means algorithm with a
spatial bias correction, Paitern Recogminion Letters, 2 12y, 1713--1723, 2008

Wang. X.W. An Adaptive FCM Image Segmentation Algorithm Based on the Feature
Divergence. Journl n;"im.'u‘s:r and Graphic. 1351 906--910, 2008,

Yang. H.L.. Peng. JH. Xia. BR & Zhang. DX, Remote Sensing Classification
Using Fuzzy C-means Clustering with Spatial Constraints Based on Markoy Random
Field. Ewropean Jownal of Kemote  Sensing. 46, 305--316, 2013 doi.

FG.S721/EuIRS201 34017,

2. Warrender. C.F. & Augusteibn, M.F. Fusion of image classification using Bayesian

techniques with Markov random fields, fntersational Jowrnal of Remote Sensing. 20,
1987--2002. 1999,

Lu. D. & Weng. Q. Spectral minture analvsis of the urban landscapes in Indianapolis
with Landsat ETM+ imagery. Photogrammetric Engineering and Remote Sensing., T0.

TOSA--[ 062, 2004,

Lo, CP. & Choi. L. A hybrid approach to urban land use/cover mapping using

Landsat 7 Enhanced Thematic Mapper Plus (ETM + 3 images, buernational Journal

of Remaote Sensing. 25, 2687--2700. 2004

$. Zhang. G.X.. Cao, Z.X. & Gu. Y.J. A Hybrid Classitier based on Rough Set Theory

and Support Vector Machines, Fuzzy Sustems and Knowledge Discovery. 3613, 1287-
1296, 2005, doi:http://dx.dotorg 101007 F 1539506 162,

Pradhan, R.. Ghose. MK. & Jeyaram. A Land Cover Classilication of Remotely
Sensed Satellite Data using Bayvesian and Hybrid classitier.Juternational Jowrnal of

Computer Applicattons, T(1 1), 2010

25



97 Song. H. Xu. Ro M Y & 1 G Classification of 1 IV Remote Sensing Image
Based on Hybrid Aigorithm of Genetic Algorithm und Back Propagation Neural
Network., Mathemerical Problems in Engoreerpne. 2003, 8 pages. 2013, Anticle 1D
719756.

98 Pal. M. Random forests for land cover classilicanon. [EEE fternationa! on
Ceascience i Fomoge Sensing Svmpaigpe, 600 351033120 2003, dos
PO TTOMGARSS 200y | J9gg83 7,

99 Gislason, P.OL Benedibbsson, LA & Sveinsson. R Random Porest classification of
multisource remote semsing and geographic data. FEEE hiternational on Geoscivnce
and Remote Sexnsing Svmposaan, 20 1049-- 1052 2004,

100. Rodriguez-Galiano. V F.. Ghimire. B.. Rogan. 1. Chica-Olmo. M. & Rigol-Sanchez.
1P, An assessment of the effectiveness of a random torest classitier for land-cover
classification, ISPRS Jownal of Photogrammeny and Remote Sensing. 67(1). 93—
104, 2012,

101, Eihadi. AL Onisimo, M. John, O, & Elfatih. MoAL Land-use cover classification in o
heterogencous coastal landscape using Rapidh ve imageny: evaluating the performance
of random forest and support vector machines. fnternational Jowrnal of Renofe
Sensing classifiers, 35010), 3440--3438, 2014,

102. Sonobe. R.. Hiroshi. T Niuleng, W., Nobuvukic K & Hidekio S Random forest
classification of crop type usimg multi-temporal TerraSAR-X dual-polarimetric data,
Remare Sensing Letiers. 32 137--164, 2014,

103 Foody. G.ML Boyvd. DS, & Sanchez-lernandez, O Mapping a specific class with an
ensemble of classifiers. far /. Kemote Sens, 280 175331746, 2007

104, Doan, H.T.X. & Foody. GM, Increasing soft classification accuracy through the use
of an ensemble of classifiers, fur /. Remeote Sensing, 28, 46094623, 2007

105, Chan. J.C.W.. Chengquan, H. & Defries. R Eohanced algorithm performance for
land cover classitication from remotely sensed data using bagging and boosting. JEEE
Transactions on Geoscience and Remote Sensing, 39(3), -693--695. 2001, don
101 10936.911126.

106, Briem. G.J.. Benediktsson, LA, & Sveinsson. LR, Boosting. Bagging, and Consensus
Based Classification o Multisource Remote Sensing Data, Multiple Classilier
Svstems, Lecture Notes in Computer Scrence 200, 279288, 24t

2t



107 Nishii, R & Lguchi. S Supervised image classification by contestual AdaBoost
hased on postériors in ncighborhoods, IEEE Transactions on Geoscionce and Remote
Sensing, 43011, 23472334 2003, doi: 101 TO9 TGRS 2005 RIR6O 3

108, Miao. X.. Heaton. J.5. Zheng. S., Charlet. DAL & Lino H Applving tree-based
ensemble algorithms 10 the classification of ecological zones using multi-tempora
multi-source remole-sensing data, bternational Journal of Kemote Sensing. 33(6).
Pa25--1844, 2012,

109 Haatz, M. & Schiipe. M. Muliiresolution segmentation An optimization approach tor
hich  quality  multi-scde  image  segmentation,  fugewandre Creagruplusehe

Informations Verarberane, XIL 122223, 2000,



Form GFR i9-A

(See Government of India’s Decision (1) below Rule 150)

FORM OF UTILIZATION CERTIFICATE

Sl
No Letter No. & Date Amount Rs,
1 No. NESAC/EOAM-
MC/46/2007 dated 83,000/-
November 5, 2008
Total 83,000/-

Certified that out of the amount of Rs. Nil
received during the year 2010-11 in favour of
Registrar, Tezpur University towards
collaborative project ‘Applications of data
mining techniques in improving the
classification accuracy of high resolution
satellite data’ under NESAC letter no given in
the margin and Rs. 27,412 on account of unspent
balance of Previous year, a Sum of Rs. 27,412
has been utilized for the purpose for which it
was sanctioned.

Certified that I have satisfied myself that the conditions on which the amount was sanctioned have been
duly fulfilled and that I have exercised required checks to see that the money was actually utilized for the

purpose for which it was sanctioned.

i
‘4{1"\(0

D K Bhattacharyya, Co-PI

Professor, Computer Sc & Engg

Tezpur University
Napaam 784028, Assam

M

Dr. A K Buragohain MeX R Borah

Registrar

‘i

Finance Officer,

Tezpur University Tezpur University



